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DATA PRIVACY
Relying on vast amounts of data to 
train and improve algorithms, 
bringing into question how to 
comply with privacy laws. 

INTELLECTUAL PROPERTY
From AI created content ownership 
to copyrights and other related 
information when utilizing data to 
losing sensitive information when 
inputting it into AI.

AI / LEGAL RISKS 
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DISCRIMINATION 
AI can inadvertently perpetuate 
bias, especially if training on 
random historical data. 

TORT LIABILITY
If the AI system produces 
inaccurate results, negligent results, 
that harm others or other systems, 
then legal  damages can flow from 
that. 

AI / LEGAL RISKS 



When does it become negligence?



https://www.forbes.com/sites/mollybohannon/2023/06/08/lawyer-used-chatgpt-in-court-and-cited-fake-cases-a-judge-is-considering-
sanctions/?sh=6fb580747c7f

https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/



https://www.nytimes.com/2023/02/16/technology/bing-chatbot-transcript.html



https://jamanetwork.com/journals/jama-health-forum/fullarticle/2805334







OpenAI/ChatGPT and Bard 





https://help.openai.com/en/articles/5722486-how-your-data-is-used-to-
improve-model-performance



https://docs.google.com/forms/d/e/1FAIpQLScrnC-
_A7JFs4LbIuzevQ_78hVERlNqqCPCt3d8XqnKOfdRdQ/viewform?
pli=1









Are you using AI?  
Are you properly disclosing your use?







Zoom





https://www.reuters.com/legal/litigation/google-hit-with-class-action-lawsuit-over-ai-data-scraping-2023-07-11/





Are you prohibiting the use of your content by AI in 
your Terms and Conditions?





Are you telling your users how to interact with AI
while in the workplace?



BASIC GUIDELINES FOR USERS 
• Never rely exclusively on AI

• Gaps in data will cause platform to “hallucinate”
• Do not use AI to confirm AI results

• Do not upload sensitive/confidential information
• Becomes part of database open to all users
• Can be used to potentially identify individuals

• Do not use output verbatim – fact/source check
• Copyright issues 
• Review all AI generated text-based results
• Many AI databases are not continuously updated   



USER ACCOUNTABILITY
• Understand how AI decisions 

are made and why specific 
outcomes are generated

• Understand limitations of the 
technology

• How to responsibly use the 
technology

• Be responsible for checking 
results to avoid legal risk to the 
organization

https://www.cnn.com/2023/04/06/tech/chatgpt-ai-privacy-concerns/index.html



AI RISK MANAGEMENT

https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf

Designed to help organizations 
frame risks associated with AI



BILL OF RIGHTS

https://www.whitehouse.gov/ostp/ai-bill-of-rights/



AI GOVERNANCE POLICY
• Active involvement by 

leadership
• Scope of technologies 

covered
• Employee training
• Acceptable/ethical use
• Prohibited uses
• Transparency/Disclosure
• Oversight of AI usage
• Living document

https://blogs.microsoft.com/blog/2023/06/08/announcing-microsofts-ai-customer-commitments/



DATA PRIVACY/SECURITY
• Evaluation of AI tools
• Protection of 

data/confidentiality
• Access controls

https://securityintelligence.com/articles/chatgpt-confirms-data-breach/
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