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Webserver
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Webserver
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WebSphere Application Servers (WAS) – 
v7.0.0.5
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???????
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LAP01954
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Device Name = ALA75109
AIX-7.1  Virtual Server
In-service-date:  Sep-27-2012

IBM MQ
v9

Device Name = ALB75109
AIX-7.1  Virtual Server
In-service-date:  Sep-29-2012

IBM MQ
v9

WSRR  v8.5
VITA DataPower

Device Name = ????????
AIX-7.1  Virtual Server

WSRR  v8.5
VITA DataPower

Device Name = ????????
AIX-7.1  Virtual Server

WSRR  v8.0
VITA Gateway

Device Name = ALA74307
AIX-7.1  Virtual Server

WSRR  v8.0
VITA Gateway

Device Name = ALB74307
AIX-7.1  Virtual Server

IBM WESB v7.5

wesb Load Balancer

Device Name = ALA74102
AIX-7.1  Virtual Server

Device Name = ALA74204
AIX-7.1  Virtual Server

IBM WESB v7.5

wesb Load Balancer

Device Name = ALB74102
AIX-7.1  Virtual Server

Device Name = ALB74204
AIX-7.1  Virtual Server

Center for
Medicare Services

healthcare.gov

Oracle Real Application Cluster (RAC)
Oracle Database 12c Release 1 (12.1.0.2.0)

Device Name = LDB01180
RHEL v7     dvacms1
TBD

Enclosure Chassis 1

Device Name = LDB01181
RHEL v7     dvacms1
TBD

Device Name = LDB01385
RHEL v7     dvacms1
TBD

Enclosure Chassis 1

Device Name = LDB01386
RHEL v7     dvacms1
TBD

DSS Database Server Storage

pvacmspvacms
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IBM WODM Rules 
Engine v7.5

Device Name = ALB74502
AIX-7.1  Virtual Server

IBM WODM Rules 
Engine v7.5

Device Name = ALA74502
AIX-7.1  Virtual Server

ilogds Load Balancer

Load Balancer

ilogds Load Balancer

Load Balancer

Device Name = ALB74310
AIX-7.1  Virtual Server

QAS / VQAS     
Experian

Device Name = ALA74310
AIX-7.1  Virtual Server

QAS / VQAS     
Experian

Oracle Unified Directory (OUD) 11g
Authentication and Authorization

LDAP
Device Name = LOR03488
OUD PROD     RHEL-7

Device Name = LOR03487
OUD PROD     RHEL-7

Oracle Unified Directory (OUD) 11g
Authentication and Authorization

LDAP
Device Name = ????????
OUD BAK     RHEL-7

Device Name = LOR03952
OUD BAK     RHEL-7

addrval Load Balancer

GoAnywhere Load Balancer

Device Name = LAP01951
RHEL v6  Virtual Server

MFT Interfaces

DMAS MMIS;     DMAS Data 
Warehouse Interactive 
Voice Response (IVR);     
BMS;     DMIS Bulk Upload;     
VDH Birth;     TANF-EPPIC;     
APECS;     DOTaxation;     
Department of the 
Treasury;     Accuity/AVS;     
DIFSLA;      PARIS;      DDS;     
TOP;     TANF Fed Reporting 
(ACF);     ESB/FDSH;     Wells 
Fargo;     LIHEAP
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SFTP Server
GoAnywhere MFT

addrval Load Balancer

addrval Load Balancer

Control M  v9x
Batch Jobs

Device Name = WAP04223
Windows 2012 R2 Standard Full 
Installation 64-bit

Device Name = ???????
Windows 2012 R2 Standard Full 
Installation 64-bit

Control-M v9.x
CTM/EM Database

Device Name = ??????????

Device Name = WAP02901
Windows Server 2012 R2 Standard
Production Date = Nov-4-2015
-  Distributed Systems Operations Production Control group logs 
into this system using Remote Desktop Connection (RDP)
-  Import XML files into Control-M
-  Batch job monitoring.

Control M  Workload 
Automation v9.0.00.500

Department of Medical 
Assistance Services

The mission at the Department of 
Medical Assistance Services 

(DMAS) is to provide a system of 
high quality and cost effective 

health care services to qualifying 
Virginians and their families.     

http://www.dmas.virginia.gov/ 

MES   CICS Page   
(MMIS)

BizTalk 2013?
Enterprise Service Bus (ESB)

Device Name = LAP02746
RHEL v6
HP ProLiant BL460c G8

Device Name = ???????
RHEL v6
HP ProLiant BL460c G8
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Exstream 
Correspondence

Department of Medical 
Assistance Services

The mission at the Department of 
Medical Assistance Services 

(DMAS) is to provide a system of 
high quality and cost effective 

health care services to qualifying 
Virginians and their families.     

http://www.dmas.virginia.gov/ 

MES   CICS Page   
(MMIS)

BizTalk 2013?
Enterprise Service Bus (ESB)

Device Name = LAP02744
RHEL v6
HP ProLiant BL460c G8
Production Date = May-11-2015

Device Name = LAP02745
RHEL v6
HP ProLiant BL460c G8
Production Date = May-11-2015

https://
correspondence.cctest.dss.virginia

.gov:443/EWS/
EngineService?wsdl

6

Exstream 
Correspondence

Control M  v9x
Batch Jobs

Device Name = WAP02769
Windows 2012 R2 Standard Full 
Installation 64-bit

Device Name = WAP02770
Windows 2012 R2 Standard Full 
Installation 64-bit

Control-M v9.x
CTM/EM Database

Device Name = ??????????

Device Name = WAP02901
Windows Server 2012 R2 Standard
Production Date = Nov-4-2015
-  Distributed Systems Operations Production Control group logs 
into this system using Remote Desktop Connection (RDP)
-  Import XML files into Control-M
-  Batch job monitoring.

Control M  Workload 
Automation v9.0.00.500

GoAnywhere Load Balancer

Device Name = LAP01854
RHEL v6  Virtual Server

MFT Interfaces

DMAS MMIS;     DMAS Data 
Warehouse Interactive 
Voice Response (IVR);     
BMS;     DMIS Bulk Upload;     
VDH Birth;     TANF-EPPIC;     
APECS;     DOTaxation;     
Department of the 
Treasury;     Accuity/AVS;     
DIFSLA;      PARIS;      DDS;     
TOP;     TANF Fed Reporting 
(ACF);     ESB/FDSH;     Wells 
Fargo;     LIHEAP
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SFTP Server
GoAnywhere MFT

addrval Load Balancer

Top Package Workers
Individuals
Locality Users
End Users
Locality Scanners

Browser

ImageNow Client
v6.7

vacms.dss.virginia.gov

Device Name = LAP02747
RHEL v6
HP ProLiant BL460c G8

Device Name = LMADMN01
Primary (Master) Server
Windows 2008 R2 Standard Server
In-service-date:  Sep-21-2015

Device Name = LWB02749
RHEL v6
HP ProLiant BL460c G8

Device Name = LMADMN02
Secondary Server
Windows 2008 R2 Standard Server
In-service-date:  Sep-21-2015

https://inow.dss.virginia.gov
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DMIS 
License VaCMS Interfaces

DSNAP;     VaCAP;     Learnfare;  Q5i;     WOTC;     
LIS;     NDNH;    EBT;     SSA;     ESB/FDSH;     

BENDEX;     EAL App (ISRM);    APECS;     
CommonHelp/RIDP/FARS/MEC

Fed Hub

Center for
Medicare Services

healthcare.gov

Fed Hub

WebNow

ImageNow 
(iNow)
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Device Name = LWB02750
RHEL v6
HP ProLiant BL460c G8

Device Name = LMADMN03
Backup Secondary Server
Windows 2008 R2 Standard Server

Device Name = LAP02748
RHEL v6
HP ProLiant BL460c G8

Device Name = ????????
Backup Secondary Server Two
Windows 2008 R2 Standard Server
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WebNow

ImageNow 
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Enterprise Architecture
VaCMS Fit-for-Purpose Model

Eligibility System Modernization (ESM) Project’s New 
Automated System VaCMS – December 2016

VaCMS is the eligibility and case management solution for:
SNAP/SNAPET,   TANF/VIEW (Virginia Initiative for Employment, not Welfare),   Child Care,   
Medicaid,   Energy Assistance (EAP/LIHeap),   vendor,   and financial management. 

The solution includes an enterprise framework for document management and imaging. 

The solution includes on line information exchanges with the Federal Hub Services, including an 
asset verification service.

Robert Kowalke  ~  Enterprise Architecture  ~  robert.kowalke@vita.virginia.gov
Relationship Management & Governance (RM&G)  @  Virginia Information Technologies Agency (VITA)

Commonwealth Enterprise Solutions Center (CESC)  
Architectural Artifacts/Graphs/Views/Matrices/etc. reference page:  http://pubs.opengroup.org/architecture/togaf9-doc/arch/chap35.html 

This fit-for-purpose view is intended for a minimum 11x17 sized paper.

PURPOSE:   To depict the future VaCMS architecture arising from the current incident deficiencies.
VITA Draft Discussion Document  //  Rev:  Feb-22-2019

Draft 1)  Overall diagram accuracy is assessed at 90%;   2)  Overall diagram completion is assessed at 80%.



Oracle-Agile-Engineering-Data-Mangement_HW-Sizing-Guide_June-2015

Oracle database performance is defined by four parameters:
1.Number and performance of CPUs.
2.Main memory used for the database.
3.Disk I/O.
4.Client - Server connection speed.

Network
      The primary concerns with network specifications are bandwidth (volume) and latency (speed).
     Recommend a 1 GBit connection between the Database and the Application server.     Essential is the speed of the connection, not 
the throughput. 
1 GBit LAN only defines the throughput.      If the connection is heavily loaded, the elapsed time for each IP packet is high and the 
connection will be slow.
Note:     To connect the Database Server with the Application Server do not use WAN.     If database and application are on the same 
machine, the connection is faster than on separate machines.

Oracle DB Sizing

Database Template      Number of concurrent Users     Table space in GB     Memory in GB
Xlarge                              1000+                                              138+                            20+

Database Template      Number of CPUs (Dual and Quad Core)
Xlarge                              >8

Database Template      Number of Users                           Memory in GB
Xlarge                              1000+                                               20+
     Note 1:     Max memory values have to be increased if the expected number of concurrent sessions exceeds the number defined 
sessions for the template, or the dump size is higher.     Memory allocation is determined by the init-parameters.     To increase 
database performance, recommend fitting the machines with more physical memory than necessary.     
Server memory for Oracle database 12c:   1) 10 MB per connected user.     2)  RAM - depend on DB size.
     Note 2:     Disk I/O reduces when more memory is allocated for the database.     Some activities are buffered in the database 
memory.

Hard Disk
     Write intensive parts of the database (e.g. undo, redo log, temp) and system swap or page file have to be on separate disks.      
Recommend different disks for the database and OS to avoid any DB impact.      Each service (file service, swap, etc) which uses disk 
I/O can affect the database performance.     As I/O is most critical to the database, recommend using four to six physically separated 
disks, or an equivalent performing controller base RAID shelf (RAID 0/1) exclusively for the database.      Add a separate disk for the 
operating system.      RAID 5 has to be used for archived redo log files.     
     For the archive log, we recommend to provide disk space six times the size of the dump.      The database will stop when the disk 
space for the log is used up.
Note:     Old archived logs have to be backed up once a week.
Recommend having the last database backup (both hot and cold) on the server machine, in order to reduce recovery time.       If the 
database raises a media error (defect of file), recovery has to be performed using the cold backup that is kept on the server machine.      
If missing, restore copied files back to temporary disk location.
Calculate the size of two cold database backups to have enough disk space for the recovery process.      Do not use the free space for 
file storage.      In case of emergency, you will not be able to recover your database in time.

Recommend running the Oracle WebLogic Server on the same machine where the EDM server is running.

Oracle-Clusterware-v18c_Admin-and-Deployment-Guide_February-2019.pdf
     Oracle Clusterware Hardware Concepts and Requirements.     1)  A cluster consists of one or more servers.      Access to an external 
network is the same for a server in a cluster (aka cluster member or node) as for a standalone server.     2)  A node that is part of a 
cluster requires a second network.      This second network is referred to as the interconnect.      For this reason, cluster member 
nodes require at least two network interface cards:   one for a public network and one for a private network.      The interconnect 
network is a private network using a switch (or multiple switches) that only the nodes in the cluster can access.     Oracle Clusterware 
supports up to 100 nodes in a cluster.     Note:   Oracle does not support using crossover cables as Oracle Clusterware interconnects.     
If implementing a cluster for high availability, then configure redundancy for all of the components of the infrastructure with at least 
two (2) network interfaces for the public network, bonded to provide one address AND at least two (2) network interfaces for the 
private interconnect network.      The cluster requires shared connection to storage for each server in the cluster.      To provide 
redundancy for storage, generally provide at least two (2) connections from each server to the cluster-aware storage.      There may 
be more connections depending on your I/O reqs.      It is important to consider I/O reqs of the entire cluster when choosing your 
storage subsystem.       Most servers have at least one local disk that is internal to the server.       Often, this disk is used for OS 
binaries;  so also use this disk for the Oracle SW binaries.       Benefit of each server having its own copy of the Oracle binaries is HA 
increases, so that corruption of one binary does not affect all of the nodes in the cluster simultaneously.      Also allows rolling 
upgrades, which reduce downtime.

Oracle-Database-v18c_Performance-Tuning-Guide_January-2019.pdf

     Tuning usually implies fixing a performance problem. However, tuning should be part of the life cycle of an application—through the 
analysis, design, coding, production, and maintenance stages.      Often, the tuning phase is left until the database is in production, 
which then becomes a reactive process, where the most important bottleneck is identified and fixed.
Note:
     Oracle recommends using the Automatic Workload Repository to gather performance data.      These tools have been designed to 
capture all of the data needed for performance analysis.
      There are two main parts to a system's architecture:    1) HW & SW components;  2) Configuring the Right System Architecture for 
Your Requirements
     Note:     Generating a system architecture is not a deterministic process.      It requires careful consideration of business 
requirements, technology choices, existing infrastructure and systems, and actual physical resources, such as budget and manpower.
     An infinite user population distributed on the Internet (Many users concurrently)       For this type of app, extra engineering effort is 
required to ensure that no system component exceeds its design limits.       This creates a bottleneck that halts or destabilizes the 
system.      These apps require complex load balancing, stateless app servers, and efficient DB connection management.      Use 
statistics and governors to ensure the user receives feedback if the DB cannot satisfy their requests because of system overload.
     Top Ten (10) Mistakes Found in Oracle Systems     1) Bad connection management – app connects/disconnects for each DB 
interaction.      2) Bad use of cursors and the shared pool – Not using cursors results in repeated parses.     3) Bad SQL – meaning uses 
more resources than appropriate for the app req.   DSS query runs for more than 24-hrs, or querying an online app takes more than 1-
min.     4) Use of nonstandard initialization parameters – schemas, schema statistics, and optimizer settings should be managed as a 
group ensuring consistency of
performance.      5)  Getting database I/O wrong – DBs laid out poorly over the available disks or specifying incorrect number of disks, 
because disks configured by disk space and not I/O bandwidth.     6)  Online redo log setup probs – running with too few online redo 
log files and files that are too small, which cause system checkpoints to continuously put a high load on the buffer cache and I/O 
system;  if too few redo log files exist, the archive cannot keep up, so the DB must wait for the archiver to catch up.     7)  Serialization 
of data blocks in the buffer cache due to lack of free lists, free list groups, transaction slots (INITRANS), or shortage of rollback 
segments – particularly common on INSERT-heavy apps, in apps that have raised the block size above 8K, or in apps with large 
numbers of active users and few rollback segments.     8)  Long full table scans – for high-volume or interactive online ops could 
indicate poor transaction design, missing indexes, or poor SQL optimization because long table scans, by nature, are I/O intensive and 
unscalable.      9)  High amounts of recursive (SYS) SQL – executed by SYS, could indicate space management activities, such as extent 
allocations that are taking place;  Recursive SQL executed under another user ID is probably SQL and PL/SQL, and this is not a problem.      
10)  Deployment and migration errors – an app uses too many resources because the schema owning the tables has not been 
successfully migrated from DEV or from an older implementation;  Examples are missing indexes or incorrect statistics. These errors 
can lead to sub-optimal execution plans and poor interactive user performance. 

Oracle-Database-v18c_2-Day-Plus-Performance-Tuning-Guide_February-2019.pdf
     Common Performance Problems Found in Databases which can be diagnosed by Automatic Database Performance Monitoring 
(ADDM – yep document has ADDM not ADPM) and/or using the Performance page in Cloud Control and/or using SQL Performance 
Analyzer:     1)  CPU bottlenecks.     2)  Undersized memory structures – Are the Oracle memory structures such as the System Global 
Area (SGA), Program Global Area (PGA), and buffer cache adequately sized?      3)  I/O capacity issues.      4)  Suboptimal app use of the 
DB – Problems such as establishing new DB connections repeatedly, excessive SQL parsing, and high levels of contention for a small 
amount of data (also known as app level block contention) can degrade app performance significantly.     5)  Concurrency issues – High 
degree of concurrent activities might result in contention for shared resources manifested in the form of locks or waits for buffer 
cache.      6)  DB configuration issues – Is there evidence of incorrect sizing of log files, archiving issues, too many checkpoints, or 
suboptimal parameter settings?       7)  Short-lived performance probs – Users complaining about short-lived or intermittent perf 
probs?      8)  Degradation of DB performance over time – Are you/users noticing the DB is not performing as well as six (6) months 
ago?      9)  Inefficient or high-load SQL statements using excessive system resources.     10)  Object contention – Any DB objects the 
source of bottlenecks because they’re continuously accessed?      11)  Unexpected performance regression after tuning SQL statements 
– Is there degradation after tuning?  
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